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1 Introduction

The notion of partial action on a $C^*$-algebra was introduced by Ruy Exel first time in [13]. The interesting thing about this study is that it allowed to classify several important classes of $C^*$-algebras as crossed products by partial actions. Michael Dokuchaev and Exel proved in [11] the associativity of crossed products by partial actions, provided that the ring is semiprime, and they used crossed products to study relations between partial actions of groups on algebras and partial representations. In the same work, they studied the enveloping actions and they gave a condition to a partial group action on an unital ring to be globalizable, that is, the partial action is a restriction of a global one. As it was mentioned by Dokuchaev in [12], the relationship between partial isomorphisms and global ones is relevant in several branches of mathematics, such as operator theory, topology, logic, graph theory, differential geometry, group theory and, mainly, as the interest of this paper, the theory of semigroups and its generalizations.

Recently, many applications of groupoids to the study of partial actions have been presented, as well as inverse semigroup actions on topological groupoids. For instance, in [7], the authors constructed saturated Fell bundles over inverse semigroups and non-Hausdorff étale groupoids and interpreted these as actions on $C^*$-algebras by Hilbert bimodules and described the section algebras of these Fell bundles. In [1] it was proved that, as in the case of global actions, any partial action gives rise to a groupoid provided with a Haar system, whose $C^*$-algebra agrees with the crossed product by the partial action. Furthermore, ring theoretic results from global and partial actions of groupoids were obtained in [4] [3] [5] [8] [9] [20] [21].

In [14], Exel constructed an inverse semigroup $S(G)$ associated to a group $G$ and showed that the actions of $S(G)$ are in one-to-one correspondence with the partial actions of $G$. Further, Kellendonk and Lawson showed in [17] that the inverse semigroup $S(G)$ is isomorphic to the Birget-
Rhodes expansion $\hat{G}^R$ of the group $G$. In [18], Lawson, Margolis and Steinberg generalized this expansion for the case where $G$ is an inverse semigroup.

In the same work above, Exel defines partial representations of $G$ on a Hilbert space $H$ and representations of $S(G)$ on $H$, and presented a one-to-one correspondence between these two and representations of a $C^*$-algebra $C^*_p(G)$ (given by a certain crossed product) on $H$. Both structures — the inverse semigroup $S(G)$ and the $C^*$-algebra $C^*_p(G)$ — depend exclusively of the group $G$. Later, in [15], Exel and Vieira presented a definition of crossed product for actions of inverse semigroups on $C^*$-algebras and proved that the crossed product by a partial action of a group is isomorphic to the crossed product by a related action of $S(G)$.

In a groupoid context, Wagner Cortes [8] conjectured the correspondence between partial groupoid actions and actions of the inverse semigroupoid associated and gave the first step in the direction of a broader theory. In this paper, we will make the construction of the Exel’s semigroupoid using generators and relations, but this is exactly the Birget-Rhodes expansion defined by Gilbert in [16] for the case of ordered groupoids.

The purpose of this paper is to analyse the one-to-one relations worked by Exel in [14] and Exel and Vieira in [15] in a groupoid and inverse semigroupoid context. The paper is organized as follows. In Section 2, we define the Exel’s semigroupoid $S(G)$ and we observe that this structure is the Birget-Rhodes expansion of $G$. In Section 3, we characterize partial groupoid actions on a set and, given a groupoid $G$ and a set $X$, we show that there is a one-to-one correspondence between the partial actions of $G$ on $X$ and the inverse semigroupoid actions of $S(G)$ on $X$. In Section 4, we define the algebraic crossed product of an inverse semigroupoid on a semiprime algebra $R$ by an action $\beta$ and we demonstrate that the algebraic crossed product of $R$ by an action $\beta$ on $S(G)$ is isomorphic to the the algebraic crossed product of $R$ by an action $\alpha$ on $G$, where $\alpha$ and $\beta$ are intrinsically related. In Section 5, we define inverse semigroupoid representations and partial groupoid representations on a Hilbert space $H$. Proposition 5.3 states that there is a one-to-one correspondence between partial groupoid representations of $G$ on $H$ and inverse semigroupoid representations of $S(G)$ on $H$. Finally, in Section 6, we define the Exel’s partial groupoid $C^*$-algebra $C^*_p(G)$ and we prove that a one-to-one correspondence exists among partial groupoid representations of $G$ on $H$, inverse semigroupoid representations of $S(G)$ on $H$ and $C^*$-algebra representations of $C^*_p(G)$ on $H$. 

2 Inverse Semigroupoid Arising from a Groupoid

Let $S$ be a non-empty set equipped with a binary operation partially defined, denoted by concatenation. Given $s, t \in S$, we write $\exists st$ when the product $st$ is defined. The set $S$ is called a semigroupoid if the associativity holds when it makes sense, that is,

(i) for all $r, s, t \in S$, $\exists (rs)t$ if and only if $\exists (rt)s$, and in this case $(rs)t = (rt)s$; and

(ii) for all $r, s, t \in S$, $\exists rs$ and $\exists st$ if and only if $\exists (rs)t$.

We say that $S$ is an inverse semigroupoid if for all $s \in S$ there is a unique element $s^{-1} \in S$ such that $\exists ss^{-1}$, $\exists s^{-1}s$ and the equalities

$$ss^{-1}s = s; \quad s^{-1}ss^{-1} = s^{-1}$$

hold. We say that an element $e \in S$ is an idempotent if $\exists ee$ and $e^2 = e$. Notice that in this case $e = e^{-1}$. We denote by $E(S)$ the set of idempotents in $S$. One can prove that a regular semigroupoid $S$ (every element has a non-necessarily unique inverse) is an inverse semigroupoid if and only if the idempotent elements of $S$ commute [19, Lemma 3.3.1].

It is immediate that every groupoid is an inverse semigroupoid, but the reciprocal is not necessarily true. In fact, if $S, T$ are inverse semigroups that are not groups, then $S \cup T$, the disjoint union of $S$ and $T$, is an inverse semigroupoid that is not a groupoid. Thereby, inverse semigroupoid theory generalizes both inverse semigroup theory and groupoid theory. An inverse category is an inverse semigroupoid that is also a category. If $C$ is an inverse category, we will denote by $C_0$ its set of identities, that is, $C_0 = \{e \in C : \exists ex$ (resp. $\exists ye$) for $x \in C$ (resp. $y \in C$), then $ex = x$ (resp. $ey = y$)\}.

Let $S$ and $S'$ be semigroupoids. A map $f : S \to S'$ is called a semigroupoid homomorphism if for all $s, t \in S$ such that $\exists st$, we have that $\exists f(s)f(t)$ and, in this case, $f(st) = f(s)f(t)$. The map is called semigroupoid anti-homomorphism if for all $s, t \in S$ such that $\exists st$, then $\exists f(t)f(s)$ and, in this case, $f(st) = f(t)f(s)$.

A free semigroupoid $S$ is a semigroupoid such that every element of $S$ is a finite concatenation of a subset of $S$, when that concatenation makes sense.

Our goal in this section is to extend to semigroupoids the construction of a specific semigroup constructed from a group $G$, given by Exel in [14], called Exel’s semigroup of $G$. 

---

Recall that a groupoid is an inverse category $G$ in which $E(G) = G_0$. In this case, given $g \in G$, we denote by $r(g) = gg^{-1} \in G_0$ and $d(g) = g^{-1}g \in G_0$.

**Definition 2.1.** Let $G$ be a groupoid. For all $s \in G$, take the symbol $[s]$. We define the Exel’s semigroupoid associated with the groupoid $G$, denoted by $S(G)$, as the free semigroupoid generated by the symbols $[s]$ for each $s \in G$. We have that $\exists[s][t]$ in $S(G)$ if and only if $\exists st$ in $G$. Furthermore, the following relations hold:

(i) if $s, t \in G$ and $\exists st$, then $[s^{-1}][s][t] = [s^{-1}][st]$;

(ii) if $s, t \in G$ and $\exists st$, then $[s][t][t^{-1}] = [st][t^{-1}]$; and

(iii) $[r(s)][s] = [s] = [s][d(s)]$.

**Remark 2.2.** Note that for all $t \in G$, there exists $t^{-1} \in G$ such that $\exists tt^{-1}$; $\exists t^{-1}t$, $tt^{-1} = r(t)$ and $t^{-1}t = d(t)$. Hence always $\exists[t][t^{-1}]$ and $\exists[t^{-1}][t]$ in $S(G)$.

The elements in the form $[t][t^{-1}]$ play an important rule in the characterization of $S(G)$. Denote by $\epsilon_t = [t][t^{-1}]$. We will prove that the $\epsilon_t \in E(S(G))$, for all $t \in G$, and then we will use it to show that $S(G)$ is an inverse semigroupoid.

The next proposition follows directly from the universal property of free semigroupoids [19, Theorem 3.1.1].

**Proposition 2.3.** Given a groupoid $G$, a semigroupoid $S$ and a map $f : G \to S$, where:

(i) if $\exists st$ then $\exists f(s)f(t)$;

(ii) if $\exists st$ then $f(s^{-1})f(st) = f(s^{-1})f(s)f(t)$;

(iii) if $\exists st$ then $f(st)f(t^{-1}) = f(s)f(t)f(t^{-1})$; and

(iv) $f(r(s))f(s) = f(s) = f(s)f(d(s))$,

then there is a unique semigroupoid homomorphism $\overline{f} : S(G) \to S$ such that $\overline{f}([t]) = f(t)$.

Let $S(G)^{op}$ be the opposite semigroupoid of $S(G)$. That is, $S(G)^{op}$ coincides with $S(G)$ except by the partially defined multiplication $\cdot$, which is given by

$$[s] \cdot [t] := [t][s],$$

for all $[s], [t] \in S(G)$. Notice that $\exists[s] \cdot [t]$ if and only if $\exists ts$, for all $s, t \in G$. 

---
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Proposition 2.4. There is an involutive anti-automorphism $^*: S(G) \to S(G)$ such that $[t]^* = [t^{-1}]$.

Proof. Consider $f: G \to (S(G))^\text{op}$, where $f(t) = [t^{-1}]$.

We are going to show that $f$ holds the properties of Proposition 2.3. Indeed, given $(s, t) \in G^2$, we have that $\exists t^{-1}s^{-1} \iff \exists t^{-1}[s^{-1}] \iff \exists[s^{-1}][t^{-1}] \iff \exists f(s) \cdot f(t)$.

This shows (i). To see that (ii) holds, observe that

$$f(s^{-1}) \cdot f(st) = [s] \cdot [(st)^{-1}] = [s] \cdot [t^{-1}s^{-1}] = [t^{-1}s^{-1}] [s] = [t^{-1}] [s^{-1}] [s] = [s^{-1}] [s^{-1}][t^{-1}] = f(s^{-1}) \cdot f(s) \cdot f(t).$$

The proof of (iii) is similar. To see that (iv) holds, just note that

$$f(s) \cdot f(d(s)) = [s^{-1}] \cdot [d(s)^{-1}] \quad \text{and} \quad f(r(s)) \cdot f(s) = [r(s)^{-1}] \cdot [s^{-1}]$$

$$= [s^{-1}] \cdot [d(s)] \quad \quad \quad \quad \quad \quad = [r(s)] \cdot [s^{-1}]$$

$$= [d(s)] [s^{-1}] \quad \quad \quad \quad \quad \quad = [s^{-1}] [r(s)]$$

$$= [r(s^{-1})] [s^{-1}] \quad \quad \quad \quad \quad \quad = [s^{-1}] [d(s^{-1})]$$

$$= [s^{-1}] = f(s) \quad \quad \quad \quad \quad \quad = [s^{-1}] = f(s).$$

Therefore, there is a unique homomorphism $\overline{f}: S(G) \to (S(G))^\text{op}$ such that $\overline{f}(t) = f(t) = [t^{-1}]$. Define $^*: S(G) \to S(G)$ as $[t]^* = \overline{f}(t)$. We have $([t]^*)^* = \overline{f}([t])^* = [t^{-1}]^* = \overline{f}([t^{-1}]) = [t]$.

Moreover, if $\exists st$ then

$$(s[t])^* = \overline{f}(s[t]) = \overline{f}([s]) \cdot \overline{f}([t]) = [s^{-1}] \cdot [t^{-1}]$$

$$= [t^{-1}] [s^{-1}] = \overline{f}([t]) \overline{f}([s]) = [t]^* [s]^*. $$

Now it only remains for us to show that $^*$ is bijective. The surjectivity follows from the fact that we defined $^*$ on the generators of $S(G)$. The injectivity holds because the inverse map $s \mapsto s^{-1}$ is one-to-one in $G$. That completes the proof. \qed

The above proposition enables us to characterize the elements $\epsilon_t$’s in $S(G)$. Remember by Remark 2.2 that $\exists [t][t^{-1}]$, for all $t \in G$.

Proposition 2.5. Let $\epsilon_t = [t][t^{-1}] \in S(G)$.

(i) $\epsilon_t^2 = \epsilon_t = \epsilon_t^*$;
(ii) if $\exists t^{-1}s$, then $\epsilon_t \epsilon_s = \epsilon_s \epsilon_t$;

(iii) if $\exists ts$, then $[t] \epsilon_s = \epsilon_s [t]$; and

(iv) if $\exists t^2$, then $[t]^2 = \epsilon_t [t]^2$.

**Proof.** With a little adaptation to the groupoid case, the proof has the same arguments as in [14, Proposition 2.4], so we will omit it. \qed

**Remark 2.6.** Notice that $[t] = [t][d(t)] = [t][t^{-1}t] = [t][t^{-1}][t] = \epsilon_t [t]$, for all $t \in S(G)$.

We can extend the above proposition to the case of the finite product of $\epsilon$'s. Given a groupoid $G$, define $X_g = \{h \in G : r(h) = r(g)\} \subseteq G$. Note that $h \in X_g$ if and only if $\exists h^{-1}g$. It is obvious that $X_g = X_{r(g)}$, $h \in X_g \Rightarrow X_g = X_h$, and $G = \bigcup_{e \in G_0} X_e$.

The next result states that every element in $S(G)$ has a particular decomposition in terms of $\epsilon$'s.

**Proposition 2.7.** Every element $\alpha \in S(G)$ admits a decomposition $\alpha = \epsilon_{r_1} \epsilon_{r_2} \cdots \epsilon_{r_n} [s]$, where $n \geq 0$, $r_1, \ldots, r_n, s \in X_s$. Moreover,

(i) $r_i \neq r_j$ if $i \neq j$; and

(ii) $r_i \neq s$, $r_i \notin G_0$, $\forall i = 1, \ldots, n$.

We say that this is a standard form of the element $\alpha \in S(G)$.

**Proof.** Let $S \subseteq S(G)$ be the set of elements of $S(G)$ that admit a decomposition in the standard form. Since we can have $n = 0$, it follows that $[g] \in S$, for all $g \in G$. Therefore, as all generators of $S(G)$ are in $S$, it only remains for us to prove that $S$ is a right ideal of $S(G)$.

Take $\alpha \in S$. Then there are $r_1, \ldots, r_n, s \in X_s$ such that (i) and (ii) hold. Let also $t \in G$ be such that $\exists \alpha [t]$, that is, such that $\exists st$. Thereby,

$\alpha [t] = \epsilon_{r_1} \cdots \epsilon_{r_n} [s][t] = \epsilon_{r_1} \cdots \epsilon_{r_n} [s][s^{-1}][s][t] = \epsilon_{r_1} \cdots \epsilon_{r_n} [s][s^{-1}][st] = \epsilon_{r_1} \cdots \epsilon_{r_n} \epsilon_s [st]$.

If any $r_i = st$, it is enough to commute $\epsilon_{st}$ to the left $[st]$ and use the Remark 2.6. Then $\epsilon_{st} [st] = [st]$ into the decomposition. Furthermore, if $s \in G_0$, the element $\epsilon_s$ is omitted from the decomposition and $[st] = [t]$. Thus $S(G) = S$. \qed
Proposition 2.8. For all $\alpha \in S(G)$, we have $\alpha \alpha^* \alpha = \alpha$ and $\alpha^* \alpha \alpha^* = \alpha^*$.

Proof. Given $\alpha \in S(G)$, we have that $\alpha = \epsilon_{r_1} \cdots \epsilon_{r_n}[s]$ for certain $r_1, \ldots, r_n, s \in X_s$, satisfying (i) and (ii) of Proposition 2.7.

Observe that $^*$ is an anti-automorphism and every $\epsilon_{r_i}$ is self-adjoint, thus

$$\alpha^* = (\epsilon_{r_1} \cdots \epsilon_{r_n}[s])^* = [s^{-1}]\epsilon_{r_n} \cdots \epsilon_{r_1}.$$

Since $\exists [t][t^{-1}]$ and $\exists [t^{-1}][t]$ for all $t \in G$, then $\exists \alpha \alpha^*$ and $\exists \alpha^* \alpha$. Then, with a little adaptation to the groupoid case, the proof follows as [14, Proposition 2.7].

To prove that the Exel’s semigroupoid $S(G)$ is an inverse semigroupoid it only remains to show that if $\alpha \in S(G)$, then $\alpha^*$ is the only inverse of $\alpha$ in $S(G)$. For this, we define two special maps in $S(G)$.

Consider the identity map in $G$. Since every groupoid is a semigroupoid it is easy to see that this map holds the conditions (i)-(iv) of Proposition 2.3. Therefore we can extend it to a semigroupoid homomorphism $\partial : S(G) \to G$ where $\partial([g]) = g$, for all $g \in G$. Notice that given $\alpha = \epsilon_{r_1} \epsilon_{r_2} \cdots \epsilon_{r_n}[s] \in S(G)$ we have

$$\partial(\alpha) = \partial(\epsilon_{r_1} \epsilon_{r_2} \cdots \epsilon_{r_n}[s]) = \partial(\epsilon_{r_1}[r_1^{-1}] \cdots \epsilon_{r_n}[r_n^{-1}] [s]) = \partial(\epsilon_{r_1}) \cdots \partial(\epsilon_{r_n}) \partial([r_n^{-1}]) \partial([s])$$

$$= r_1 r_2^{-1} \cdots r_n r_n^{-1} s = r(r_1) r(r_2) \cdots r(r_n) s = r(s) s = s.$$

Observe that we could “split” the products by the homomorphism $\partial$ since $\exists [r^{-1}_i][r_{i+1}] \iff \exists r^{-1}_i r_{i+1}$ and $\exists [r^{-1}_n][s] \iff \exists r^{-1}_n s$.

Define $P_r(G)$ as the set formed by finite subsets $E \subseteq G$ such that $g \in E \Rightarrow r(g) \in E$. Let $F(P_r(G))$ be the semigroupoid of the functions of $P_r(G)$ into $P_r(G)$. Consider the elements of $F(P_r(G))$ of the form $\phi_g : P_r(G) \to P_r(G)$ such that

$$\phi_g(E) = \begin{cases} gE \cup \{g, r(g)\}, & \text{if } \exists gh, \forall h \in E \\ \emptyset, & \text{if the is } h \in E \text{ such that } \#gh, \end{cases}$$

for all $g \in G$. Note that $\phi_g$ is well defined since if $\exists gh$ then $d(g) = r(h), gr(h) = gd(g) = g$ and $r(gh) = r(g)$. Hence we can define the map $\lambda : G \to F(P_r(G))$ given by $\lambda(g) = \phi_g$. It is
straightforward to see that this map satisfies (i)-(iv) of Proposition 2.3. Therefore there is a unique semigroupoid homomorphism \( \Lambda : S(G) \rightarrow \mathcal{F}(\mathcal{P}_r(G)) \) where \( \Lambda([g]) = \phi_g \).

Given \( \alpha = \epsilon_1 \epsilon_2 \cdots \epsilon_n [s] \in S(G) \) as in Proposition 2.7, we have

\[
\Lambda(\alpha)(\{d(s)\}) = \Lambda(\epsilon_1 \epsilon_2 \cdots \epsilon_n [s])(\{d(s)\}) \\
= \Lambda([\epsilon_1]) \Lambda([r_1^{-1}]) \cdots \Lambda([\epsilon_n]) \Lambda([r_n^{-1}]) \Lambda([s])(\{d(s)\}) \\
= \Lambda([\epsilon_1]) \Lambda([r_1^{-1}]) \cdots \Lambda([\epsilon_n]) \Lambda([r_n^{-1}]) \{s, r(s)\} \\
= \Lambda([\epsilon_1]) \Lambda([r_1^{-1}]) \cdots \Lambda([\epsilon_n]) \{r_1^{-1}s, r_1^{-1}r(s), r_1^{-1}, r(r_1^{-1})\} \\
= \Lambda([\epsilon_1]) \Lambda([r_1^{-1}]) \cdots \Lambda([\epsilon_n]) \{r_1^{-1}s, r_1^{-1}, r(r_1^{-1})\} \\
= \Lambda([\epsilon_1]) \Lambda([r_1^{-1}]) \cdots \Lambda([r_{n-1}^{-1}]) \{r_n r_1^{-1}s, r_n r_1^{-1}, r_n r_{n-1}, r_n, r(r_n)\} \\
= \Lambda([\epsilon_1]) \Lambda([r_1^{-1}]) \cdots \Lambda([r_{n-1}^{-1}]) \{s, r_n, r(s)\} \\
= \cdots = \{s, r_1, \ldots, r_n, r(s)\}.
\]

This writing is well defined since \( r_i \in X_s \) implies that \( r(r_i) = r(s) \), for all \( i = 1, \ldots, n - 1 \).

We use \( \partial \) and \( \Lambda \) to prove the uniqueness of the decomposition of elements in \( S(G) \) in the standard form.

**Proposition 2.9.** The writing of elements in \( S(G) \) in the standard form is unique up to the order of the \( \epsilon \)'s.

**Proof.** Let \( \alpha \in S(G) \) be such that \( \alpha = \epsilon_1 \cdots \epsilon_n [s] \), where \( r_1, \ldots, r_n, s \in X_s \) as in Proposition 2.7. Assume that \( \epsilon_{l_1} \cdots \epsilon_{l_m}[t] \) is another decomposition of \( \alpha \), with \( l_1, \ldots, l_m, t \in X_t \) holding the same conditions. Thus

\[
s = \partial(\epsilon_1 \cdots \epsilon_n [s]) = \partial(\alpha) = \partial(\epsilon_{l_1} \cdots \epsilon_{l_m}[t]) = t,
\]

(1)

Therefore \( s = t \), which implies \( \epsilon_{l_1} \cdots \epsilon_{l_m}[t] = \epsilon_1 \cdots \epsilon_n [s] \). On the other hand,

\[
\{r_1, \ldots, r_n, s, r(s)\} = \Lambda(\epsilon_1 \cdots \epsilon_n [s])(\{d(s)\}) = \Lambda(\alpha) \\
= \Lambda(\epsilon_{l_1} \cdots \epsilon_{l_m}[s])(\{d(s)\}) = \{l_1 \ldots, l_m, s, r(s)\}.
\]

(2)

Hence,

\[
\{r_1, \ldots, r_n\} = \{r_1, \ldots, r_n, s, r(s)\} \setminus \{s, r(s)\} = \{l_1 \ldots, l_m, s, r(s)\} \setminus \{s, r(s)\} = \{l_1 \ldots, l_m\}.
\]

That concludes the proof, since the \( \epsilon \)'s commute and the conditions (i) and (ii) together with (1) and (2) guarantee that \( m = n \).
Theorem 2.10. $S(G)$ is an inverse semigroupoid.

Proof. Let $\alpha = \epsilon_{r_1} \cdots \epsilon_{r_n}[s] \in S(G)$. We already know that $\alpha^* = [s^{-1}]\epsilon_{r_n} \cdots \epsilon_{r_1}$ is such that $\exists \alpha \alpha^*$, $\exists \alpha^* \alpha = \alpha$ and $\alpha^* \alpha \alpha^* = \alpha^*$.

Assume that there exists $\beta \in S(G)$ such that $\exists \alpha \beta$, $\exists \beta \alpha = \alpha$ and $\beta \alpha \beta = \beta$. We write $\beta^*$ in the standard form $\beta^* = \epsilon_i \cdots \epsilon_m[t]$. Thus, $\beta = [t^{-1}]\epsilon_m \cdots \epsilon_i$. Since $\exists \alpha \beta$ and $\exists \beta \alpha$, then $\exists s t^{-1}$ and $\exists s^{-1} r_1$. Also, $s = \partial(\alpha) = \partial(\alpha \beta) = st^{-1} s$.

Note that $\exists s^{-1} t$, since $\exists t^{-1} l_m$, $\exists t^{-1} l_{m-1}$, ..., $\exists t^{-1} l_1$, $\exists t^{-1} r_1$, $\exists r_1^{-1} r_2$, ..., $\exists r_n^{-1} s$, from where $\exists t^{-1} l_m l_{m-1} \cdots t^{-1} l_1 r_1 r_2 \cdots r_n^{-1} s$ and this product is equal to $t^{-1} s$. Hence $\exists s t^{-1}$. Besides that, the uniqueness of the inverse element in $G$ tell us that $t = s$. So $\beta = [s^{-1}]\epsilon_m \cdots \epsilon_i$.

Observe that

$$
\begin{align*}
\alpha \beta \alpha &= \epsilon_{r_1} \cdots \epsilon_{r_n}[s][s^{-1}]\epsilon_m \cdots \epsilon_i \epsilon_{r_1} \cdots \epsilon_{r_n}[s] \\
&= \epsilon_{r_1} \cdots \epsilon_{r_n} \epsilon_{l_m} \cdots \epsilon_i \epsilon_{r_1} \cdots \epsilon_{r_n} \epsilon_{s} = \epsilon_{r_1} \cdots \epsilon_{r_n} \epsilon_{l_m} \cdots \epsilon_i \epsilon_{l_1} \cdots \epsilon_{r_n} \epsilon_{s} = \epsilon_{r_1} \cdots \epsilon_{r_n} \epsilon_{s} = \alpha.
\end{align*}
$$

Therefore, by the uniqueness of the writing of elements in $S(G)$ in the standard form, we have $\{r_1, \ldots, r_n\} \cup \{l_1, \ldots, l_m\} = \{r_1, \ldots, r_n\}$, thus, $\{l_1, \ldots, l_m\} \subseteq \{r_1, \ldots, r_n\}$.

For the reverse inclusion note that

$$
\begin{align*}
\beta \alpha \beta &= [s^{-1}]\epsilon_{l_m} \cdots \epsilon_i \epsilon_{r_1} \cdots \epsilon_{r_n}[s][s^{-1}]\epsilon_{l_m} \cdots \epsilon_i \epsilon_{l_1} = [s^{-1}]\epsilon_{l_i} \cdots \epsilon_{l_m} \epsilon_{r_1} \cdots \epsilon_{r_n} \\
&= \epsilon_{r_1} \cdots \epsilon_{r_n} \epsilon_{l_m} \cdots \epsilon_i \epsilon_{r_1} \cdots \epsilon_{r_n} \epsilon_{s} = [s^{-1}]\epsilon_{l_i} \cdots \epsilon_{l_m} = \beta.
\end{align*}
$$

The computation is similar to the case $\alpha \beta \alpha$. From the uniqueness of the writing in the standard form, we get $\{l_1, \ldots, l_m\} \supseteq \{r_1, \ldots, r_n\}$. Then $\{l_1, \ldots, l_m\} = \{r_1, \ldots, r_n\}$, that is, $\beta = \alpha^*$. \hfill \Box

Example 2.11. (Disjoint union of groups) Let $G_i$ be groups for $i = 1, \ldots, n$, and $G = \bigcup_{i=1}^{n} G_i$ the groupoid constructed by the disjoint union of the $G_i$. Then $S(G) = \bigcup_{i=1}^{n} S(G_i)$. If the $G_i$’s are finite, then $|G| = \sum_{i=1}^{n} |G_i| \Rightarrow |S(G)| = \sum_{i=1}^{n} |S(G_i)|$.

Remark 2.12. By [16], given an ordered groupoid $G$, we can construct the Birget-Rhodes expansion $G^{BR}$ of $G$ as follows. Consider

$$
F_e(G) = \{ H \subseteq G : e \in H, H \text{ is finite and if } h \in H, \text{ then } r(h) = e \}.
$$
and

\[ F_s(G) = \bigcup_{e \in G_0} F_e(G). \]

Then \( G^{BR} \) is an ordered groupoid with underlying set

\[ G^{BR} = \{(U, g) : U \in F_s(G), g \in U\}. \]

The composition is given by \((U, g)(V, h) = (U, gh)\) and it is defined when \( U = gV \) and \( \exists gh \). Also, \((U, g) \leq (V, h)\) if, and only if, \( g \leq h \) and \( U \supseteq \{(r(g)|v) : v \in V\} \), where the notation \((e|v)\) means the correstriction of \( v \) in \( e \).

Since every groupoid can be seen as an ordered groupoid taking equality as the partial order, the construction above can be applied in the nonordered case. Let \( G \) be any groupoid. Then \( G^{BR} \) is still an ordered groupoid with the same partial product but now ordering \((U, g) \leq (V, h)\) if, and only if, \( g = h \) and \( U \supseteq V \). With this ordering, we can see that \( G^{BR} \) is in fact a locally complete inductive groupoid as defined in [10].

By [10], every locally complete inductive groupoid is related with an inverse category by an Ehresmann-Schein-Nambooripad-type theorem. We will denote by \( S(G) \) the inverse category associated with a locally complete inductive groupoid \( G \) via this correspondence.

Finally, it is easy to see that \( S(G) \) is not just an inverse semigroupoid, but an inverse category, and it is isomorphic to \( \mathbb{S}(G^{BR}) \) via \( \epsilon_r \) \( \epsilon_r \epsilon_r [g] \mapsto (\{r_1, \ldots, r_n, r(g), g\}, g) \).

This argumentation generalizes the results of [17, Section 2] to the case of groupoids.

Furthermore, every inverse semigroupoid \( S \) gives rise to an inverse semigroup as it follows. Consider \( S^0 = S \cup \{0\} \), where \( 0 \) is a symbol that is not an element of \( S \). We define an operation in \( S^0 \) by

\[
st = \begin{cases} 
st, & \text{if } s, t \in S \text{ and } \exists st, \\
0, & \text{otherwise.}
\end{cases}
\]

In [18, Proposition 6.16], it was defined the Birget-Rhodes expansion \( S^{Pr} \) of an inverse semigroup \( S \). We observe that \( (G^0)^{Pr} \) is isomorphic to \( \mathbb{S}(G^{BR})^0 \) via the isomorphism

\[
(A, s) \in (G^0)^{Pr} \rightarrow (A, s) \in \mathbb{S}(G^{BR})^0, \text{ if } s \neq 0, \\
(\{0\}, 0) \in (G^0)^{Pr} \rightarrow 0 \in \mathbb{S}(G^{BR})^0.
\]
3 Partial Actions of Groupoids and Actions of Inverse Semigroupoids

In this section we treat about inverse semigroupoid actions and partial groupoid actions. More about partial groupoid actions can be found in [3].

Let $S$ be an inverse semigroupoid with set of idempotent elements $E(S)$ and let $X$ be a non-empty set. An action of $S$ into $X$ is a pair $\beta = (\{E_g\}_{g \in S}, \{\beta_g : E_g^{-1} \rightarrow E_g\}_{g \in S})$, where for all $g \in S$, $E_g = E_{gg^*}$ is a subset of $X$ and $\beta_g$ is a bijection. Moreover, the following conditions hold:

(A1) $\beta_e$ is the identity map of $E_e$, for all $e \in E(S)$ and

(A2) $\beta_g \circ \beta_h = \beta_{gh}$, for all $g, h \in S$ such that $\exists gh$.

According to [3], a partial action $\alpha$ of a groupoid $G$ on a set $X$ is a pair $\alpha = (\{D_g\}_{g \in G}, \{\alpha_g : D_{g^{-1}} \rightarrow D_g\}_{g \in G})$, where, for all $g \in G$, $D_r(g)$ is a subset of $X$, $D_g$ is a subset of $D_r(g)$ and $\alpha_g$ is bijective. Besides that, the following conditions hold:

(PA1) $\alpha_e = I_{D_e}$, for all $e \in G_0$;

(PA2) $\alpha_g(D_{g^{-1}} \cap D_h) = D_g \cap D_{gh}$, for all $(g, h) \in G^2$; and

(PA3) $\alpha_g(\alpha_h(x)) = \alpha_{gh}(x)$, for all $x \in D_{h^{-1}} \cap D_{(gh)^{-1}}$, for all $(g, h) \in G^2$.

The next lemma characterizes partial groupoid actions. Note that this lemma tells us that every partial groupoid action is also a partial groupoid representation (in the sense of [14]).

Let $X$ be a non-empty set. Recall that

$$I(X) = \{f : A \rightarrow B : f \text{ is a bijection}, A, B \subseteq X\}$$

is an inverse semigroup regarding to usual composition.

**Lemma 3.1.** Let $G$ be a groupoid and $X$ a non-empty set. Consider $\alpha : G \rightarrow I(X)$, where we denote $\alpha(s) = \alpha_s$. Then $\alpha$ is a partial groupoid action of $G$ on $X$ if, and only if,

\begin{enumerate}
  \item $\alpha_s \circ \alpha_t \circ \alpha_{t^{-1}} = \alpha_{st} \circ \alpha_{t^{-1}}$ and
  \item $\alpha_e = I_{\text{dom}(\alpha_e)}$, for all $e \in G_0$.
\end{enumerate}
In this case, it also holds

(iii) \( \alpha_{s^{-1}} \circ \alpha_s \circ \alpha_t = \alpha_{s^{-1}} \circ \alpha_{st}. \)

**Proof.** (\( \Rightarrow \)) Assume that \( \alpha = \{ \{ D_s \}_{s \in G}, \{ \alpha_s \}_{s \in G} \} \) is a partial groupoid action. Since (PA1) \( \Leftrightarrow \) (ii), it only remains for us to show (i). We have that \( \text{dom}(\alpha_s \circ \alpha_t \circ \alpha_{t^{-1}}) = \text{dom}(\alpha_s) \cap D_t = D_t \cap D_{s^{-1}} \) and \( \text{dom}(\alpha_{st} \circ \alpha_{t^{-1}}) = \alpha_t(D_{t^{-1}} \cap D_{(st)^{-1}}), \) for all \( (s, t) \in G^2. \) Taking \( s = t \) and \( t = (st)^{-1} \) in (PA2) we obtain \( \alpha_t(D_{t^{-1}} \cap D_{(st)^{-1}}) = D_t \cap D_{s^{-1}}, \) from where \( \text{dom}(\alpha_s \circ \alpha_t \circ \alpha_{t^{-1}}) = \text{dom}(\alpha_{st} \circ \alpha_{t^{-1}}). \)

Similarly, \( \text{Im}(\alpha_s \circ \alpha_t \circ \alpha_{t^{-1}}) = \alpha_s(D_t \cap D_{s^{-1}}) \) and \( \text{Im}(\alpha_{st} \circ \alpha_{t^{-1}}) = \alpha_{st}(D_{t^{-1}} \cap D_{(st)^{-1}}) = D_{st} \cap D_s, \)

Besides that, from (PA2), we have \( \alpha_s(D_t \cap D_{s^{-1}}) = D_s \cap D_{st}. \)

Therefore, \( \text{Im}(\alpha_s \circ \alpha_t \circ \alpha_{t^{-1}}) = \text{Im}(\alpha_{st} \circ \alpha_{t^{-1}}). \)

Finally, take \( x \in D_t \cap D_{s^{-1}} = \text{dom}(\alpha_s \circ \alpha_t \circ \alpha_{t^{-1}}). \) Since \( x \in D_t \cap D_{s^{-1}}, \) we have that \( \alpha_{t^{-1}}(x) = y \in \alpha_{t^{-1}}(D_t \cap D_{s^{-1}}) = D_{t^{-1}} \cap D_{(st)^{-1}}. \) Hence \( \alpha_s(\alpha_t(\alpha_{t^{-1}}(x))) = \alpha_s(\alpha_t(y)) = \alpha_{st}(y) = \alpha_{st}(\alpha_{t^{-1}}(x)). \)

(\( \Leftarrow \)) Since \( (t, t^{-1}), (t^{-1}, t) \in G^2 \) for all \( t \in G, \) we have

\[
\alpha_t \circ \alpha_{t^{-1}} \circ \alpha_t = \alpha_{tt^{-1}} \circ \alpha_t = \alpha_t \circ \alpha_{t^{-1}} = I_{\text{dom}(\alpha_{rt}(t))} \circ \alpha_t = \alpha_t.
\]

Similarly, \( \alpha_{t^{-1}} \circ \alpha_t \circ \alpha_{t^{-1}} = \alpha_{t^{-1}}. \)

The uniqueness of inverse element on inverse semigroupoids assures us that \( \alpha_{t^{-1}}^{-1} = \alpha_{t^{-1}}. \)

Define \( D_t = \text{Im}(\alpha_t). \) Then \( \text{dom}(\alpha_t) = \text{Im}(\alpha_t^{-1}) = \text{Im}(\alpha_{t^{-1}}) = D_{t^{-1}}. \)

Therefore, \( \alpha_t : D_{t^{-1}} \to D_t. \) Note that given \( s \in G \) we have \( D_s \subseteq D_{r(s)}. \) In fact,

\[
\alpha_{r(s)} \circ \alpha_{s^{-1}} = \alpha_{r(s)} \circ \alpha_{s^{-1}} = \alpha_s \circ \alpha_{s^{-1}} = I_{D_s},
\]

from where

\[
D_{r(s)} \cap D_s = \text{dom}(\alpha_{r(s)} \circ \alpha_s \circ \alpha_{s^{-1}}) = \text{dom}(I_{D_s}) = D_s.
\]

For all \( (s, t) \in G^2 \) we have from (i) and (ii) that

\[
\alpha_{t^{-1}} \circ \alpha_{s^{-1}} = \alpha_{t^{-1}} \circ \alpha_{s^{-1}} \circ \alpha_{r(s)} = \alpha_{t^{-1}} \circ \alpha_{s^{-1}} \circ \alpha_{s^{-1}} = \alpha_{t^{-1}} \circ \alpha_{s^{-1}} \circ \alpha_{s^{-1}} = \alpha_{t^{-1}} \circ \alpha_{s^{-1}} \circ \alpha_{s^{-1}} = \alpha_{t^{-1}} \circ \alpha_{s^{-1}} \circ \alpha_{s^{-1}}.
\]
In particular, the domains of these bijections are equal. We have $\operatorname{dom}(\alpha_{t-1} \circ \alpha_{s-1}) = \alpha_s(D_{s-1} \cap D_t)$. In fact, given $x \in \operatorname{dom}(\alpha_{t-1} \circ \alpha_{s-1})$ we obtain $x \in \operatorname{dom}(\alpha_{s-1}) = D_s$ and $\alpha_{s-1}(x) \in \operatorname{dom}(\alpha_{t-1}) = D_t$. But $x \in D_s$ implies that $\alpha_{s-1}(x) \in \alpha_{s-1}(D_s) = D_{s-1}$. Thus $\alpha_{s-1}(x) \in D_t \cap D_{s-1}$, from where $x \in \alpha_s(D_{s-1} \cap D_t)$. Hence, $\operatorname{dom}(\alpha_{t-1} \circ \alpha_{s-1}) \subseteq \alpha_s(D_{s-1} \cap D_t)$.

For the reverse inclusion, take $x \in \alpha_s(D_{s-1} \cap D_t)$. We need to show that $x \in \operatorname{dom}(\alpha_{t-1} \circ \alpha_{s-1})$, that is, $x \in \operatorname{dom}(\alpha_{s-1}) = D_s$ and that $\alpha_{s-1}(x) \in \operatorname{dom}(\alpha_{t-1}) = D_t$.

Notice that $D_{s-1} \cap D_t \subseteq D_{s-1}$, thus $\alpha_s(D_{s-1} \cap D_t) \subseteq \alpha_s(D_{s-1}) = D_s$. Hence $x \in D_s = \operatorname{dom}(\alpha_{s-1})$ and $\alpha_{s-1}(x)$ is well defined. Since $x \in \alpha_s(D_{s-1} \cap D_t)$ we have

$$
\alpha_{s-1}(x) \in \alpha_{s-1}(\alpha_s(D_{s-1} \cap D_t)) = D_{s-1} \cap D_t \subseteq D_t = \operatorname{dom}(\alpha_{t-1}).
$$

On the other hand,

$$
\operatorname{dom}(\alpha_{t-1-s-1} \circ \alpha_s \circ \alpha_{s-1}) = \operatorname{dom}(\alpha_{t-1-s-1} \circ I_D_x) = \operatorname{dom}(\alpha_{t-1-s-1}) \cap D_s = D_{st} \cap D_s,
$$

from where $\alpha_s(D_{s-1} \cap D_t) = D_{st} \cap D_s$.

Now take $x \in D_{t-1} \cap D_{t-1-s-1}$. Since $x \in D_{t-1}$ there exists $y \in D_t$ such that $\alpha_{t-1}(y) = x$. Hence $\alpha_s(\alpha_t(x)) = \alpha_s(\alpha_t(\alpha_{t-1}(y))) = \alpha_{st}(\alpha_{t-1}(y)) = \alpha_{st}(x)$.

Since $x$ is arbitrary, we have that $\alpha_s(\alpha_t(x)) = \alpha_{st}(x), \forall x \in D_{t-1} \cap D_{t-1-s-1}$. Therefore $\alpha = \{\{D_s\}_{s \in G}, \{\alpha_s\}_{s \in G}\}$ is a partial action. Besides that, given $(s, t) \in G^2$, we have

$$
\alpha_{s-1} \circ \alpha_s \circ \alpha_t = (\alpha_{t-1} \circ \alpha_{s-1} \circ \alpha_s)^{-1} = (\alpha_{t-1-s-1} \circ \alpha_s)^{-1} = (\alpha_{st})^{-1} \circ \alpha_s^{-1} = \alpha_{s-1} \circ \alpha_{st}.
$$

The next lemma gives us a characterization of the idempotents elements in $S(G)$.

**Lemma 3.2.** Let $G$ be a groupoid. An element $\alpha \in S(G)$ is idempotent if and only if the standard form of $\alpha$ is $\alpha = \epsilon_{r_1} \cdots \epsilon_{r_n}$.

**Proof.** We already know that the elements of the form $\epsilon_{r_1} \cdots \epsilon_{r_n}$, with $r_i \in X_{r_i}$, for all $i = 1, \ldots, n$, are idempotents.
Now, given \( \alpha \in S(G) \), we write \( \alpha = \epsilon_{r_1} \ldots \epsilon_{r_n}[s] \) on the standard form, with \( r_1, \ldots, r_n \in X_s \). Suppose \( \alpha \) is idempotent. Then, there exists \( \exists \alpha^2 \) and \( \alpha^2 = \alpha \). That is, \( d(s) = r(r_1) = r(s) \), and

\[
\alpha^2 = (\epsilon_{r_1} \ldots \epsilon_{r_n}[s])(\epsilon_{r_1} \ldots \epsilon_{r_n}[s]) = \epsilon_{r_1} \ldots \epsilon_{r_n} \epsilon_{sr_1} \ldots \epsilon_{sr_n}[s]^2 = \epsilon_{r_1} \ldots \epsilon_{r_n} \epsilon_{sr_1} \ldots \epsilon_{sr_n} \epsilon_s[s^2].
\]

From the equality \( \alpha^2 = \alpha \) and the uniqueness of the writing on the standard form, we obtain \( s^2 = s \), that is, \( s = r(s) \), from where \( sr_i = r(s)r_i = r(r_i)r_i = r_i \). Then, \( \alpha = \epsilon_{r_1} \cdots \epsilon_{r_n} \) as we expected.

**Theorem 3.3.** Let \( X \) be a set and \( G \) a groupoid. There is a one-to-one correspondence between

(a) partial groupoid actions of \( G \) on \( X \); and

(b) inverse semigroupoid actions of \( S(G) \) on \( X \).

**Proof.** (a) \( \Rightarrow \) (b): Let \( \alpha : G \rightarrow I(X) \) be a partial groupoid action. From Lemma 3.1 and Proposition 2.3, there is \( \beta : S(G) \rightarrow I(X) \) semigroupoid homomorphism such that \( \beta([g]) = \alpha(g) \). Therefore, if \( \exists gh \) then \( \beta_{[gh]}[h] = \beta([g])[h] = \beta([g])\beta([h]) = \beta_{[g]}[h] \).

The idempotents in \( S(G) \) are precisely elements of the form \( \alpha = \epsilon_{r_1} \cdots \epsilon_{r_n} \in S(G) \), by Lemma 3.2. Since \( \beta \) is a homomorphism, it is enough to show (A1) for elements of the form \( \epsilon_r \in S(G) \).

Define \( E_{[g]} = \text{Im}(\beta_{[g]}) \). Let \( g \in G \). In this way,

\[
E_{x_g} = \text{Im}(\beta_{x_g}) = \text{Im}(\beta_{[g][g^{-1}]}) = \text{Im}(\beta_{[g]} \circ \beta_{[g^{-1}]}) = \text{Im}(\alpha_g \circ \alpha_{g^{-1}}) = D_g.
\]

On the other hand, \( E_{[g]} = \text{Im}(\beta_{[g]}) = \text{Im}(\alpha_g) = D_g \), from where \( E_{[g]} = E_{[g][g]^*} = E_{[g][g^{-1}]} = E_{x_g} \).

Finally, note that

\[
\beta_{x_g} = \beta_{[g][g^{-1}]} = \beta_{[g]} \circ \beta_{[g^{-1}]} = \alpha_g \circ \alpha_{g^{-1}} = I_{D_g} = I_{E_{x_g}},
\]

what guarantees that \( \beta \) is an inverse semigroupoid action of \( S(G) \) on \( X \).

(b) \( \Rightarrow \) (a): Let \( \beta \) be an action of \( S(G) \) on \( X \). Define \( \alpha(g) = \beta([g]) \), for all \( g \in G \). Note that if \( (s, t) \in G^2 \) and \( e \in G_0 \) then

\[
\alpha(s) \circ \alpha(t) \circ \alpha(t^{-1}) = \beta([s]) \circ \beta([t]) \beta([t^{-1}]) = \beta([st][t^{-1}]) = \beta([st]) \circ \beta([t^{-1}]) = \alpha(st) \circ \alpha(t^{-1}).
\]
Besides that, $r(e) = d(e) = e = e^2$, from where $e$ is idempotent and $[e] = e$ is as well. Hence,

$$\alpha(e) = \beta([e]) = I_{E_{[e]}} = I_{\text{dom}(\beta([e]))} = I_{\text{dom}(\alpha(e))}.$$  

That concludes the proof by Lemma 3.1. □

4 Crossed Products

Let us remember some results of partial groupoid actions theory.

Definition 4.1. [2, Section 3] Let $R$ be an algebra, $G$ a groupoid and $\alpha = (\{D_g\}_{g \in G}, \{\alpha_g\}_{g \in G})$ a partial action of $G$ on $R$. We define the algebraic crossed product $R \ltimes_\alpha G$ by

$$R \ltimes_\alpha G = \left\{ \sum_{g \in G} a_g \delta_g \right\} = \bigoplus_{g \in G} D_g \delta_g$$

where $\delta_g$ are symbols that represent the position of the element $a_g$ in the sum. The addition is usual and the product is given by

$$(a_g \delta_g)(b_h \delta_h) = \begin{cases} 
\alpha_g (\alpha_{g^{-1}}(a_g)b_h) \delta_{gh}, & \text{if } (g, h) \in G^2, \\
0, & \text{otherwise}
\end{cases}$$

and linearly extended.

The next result gives a condition to the associativity of the algebraic crossed product.

Proposition 4.2. Let $R$ be an algebra, $G$ a groupoid and $\alpha = (\{D_g\}_{g \in G}, \{\alpha_g\}_{g \in G})$ a partial action of $G$ on $R$. If $R$ is semiprime, then the algebraic crossed product $R \ltimes_\alpha G$ is associative.

The proof can be found in [2, Proposition 3.1], adding that every groupoid can be seen as an ordered groupoid regarding to equality as partial order.

We are interested in defining the algebraic crossed product of a action of an inverse semigroupoid on an algebra. Exel and Vieira made in [15] the first study in the case of groups.

Proposition 4.3. Let $\beta$ be an action of an inverse semigroupoid $S$ on an algebra $R$. If $\exists st$ then

(i) $\beta_{s^{-1}} = \beta^{-1}_s$
(ii) \( \beta_s(E_t) = \beta(E_t \cap E_{s^{-1}}) = E_{st} \)

(iii) \( E_{st} \subseteq E_s \)

**Proof.** (i): Since \( ss^{-1} \in E(S) \), we have \( I_{E_s} = I_{E_{s^{-1}}} = \beta_{ss^{-1}} = \beta_s \circ \beta_{s^{-1}} \), that is, \( \beta_{s^{-1}} = \beta_s^{-1} \).

(ii): Just observe that \( \beta_s(E_t) = \beta_s(E_t \cap E_{s^{-1}}) = \beta_{s^{-1}}(E_t \cap E_{s^{-1}}) = \text{dom}(\beta_{s^{-1}}) = \text{dom}(\beta_{(st)^{-1}}) = E_{st} \).

(iii): Follows from (ii).

**Definition 4.4.** Let \( \beta = (\{E_s\}_{s \in S}, \{\beta_s\}_{s \in S}) \) be an action of an inverse semigroupoid \( S \) on an algebra \( R \). We define the crossed product by

\[
L = \left\{ \sum_{s \in S} a_s \delta_s \right\} = \bigoplus_{s \in S} E_s \delta_s.
\]

The addition is usual and the product is given by

\[
(a_s \delta_s)(b_t \delta_t) = \begin{cases} 
\beta_s(\beta_s^{-1}(a_s)b_t)\delta_{st}, & \text{if } \exists st. \\
0, & \text{otherwise}
\end{cases}
\]

and linearly extended.

**Proposition 4.5.** Let \( R \) be an algebra, \( S \) an inverse semigroupoid and \( \beta = (\{E_s\}_{s \in S}, \{\beta_s\}_{s \in S}) \) an action of \( S \) on \( R \). If \( R \) is semiprime, then the crossed product \( L \) defined in 4.4 is associative.

**Proof.** The proof follows similarly the arguments given in [2, Proposition 3.1].

Finally we can define the algebraic crossed product of the inverse semigroupoid \( S \) on the semiprime algebra \( R \). Recall from [19] that every inverse semigroupoid has a natural partial order relation: given \( s, t \) in an inverse semigroupoid \( S \), we have

\[
r \leq t \iff \exists i \in E(S), \text{ such that } \exists it \text{ and } r = it.
\]

**Definition 4.6.** Let \( R \) be a semiprime algebra, \( S \) an inverse semigroupoid and \( \beta = (\{E_s\}_{s \in S}, \{\beta_s\}_{s \in S}) \) an action of \( S \) on \( R \). Define \( N = (a \delta_r - a \delta_t : a \in E_r, r \leq t) \). The algebraic crossed product of \( S \) on \( R \) by \( \beta \) is

\[
R \rtimes^\alpha_S = L/N.
\]
Remark 4.7. The algebraic crossed product of an inverse semigroupoid $S$ on a semiprime algebra $R$ by an action $\beta$ is well defined. If $r \leq t$, then $E_r \subseteq E_t$, by Proposition 4.3. So we can write $a\delta_t$ even though $a \in E_r$.

The natural partial order of an inverse semigroupoid plays an important role in the crossed product. Since we want to work with $S(G)$, we must understand its partial order.

Lemma 4.8. Let $G$ be a groupoid. If $\alpha, \beta \in S(G)$ are such that $\alpha = \epsilon_{r_1} \cdots \epsilon_{r_n}[s]$, $\beta = \epsilon_{\ell_1} \cdots \epsilon_{\ell_m}[t]$ and $\alpha \leq \beta$, then $s = t$ and $\{\ell_1, \ldots, \ell_m\} \subseteq \{r_1, \ldots, r_n\}$.

Proof. Since $\alpha \leq \beta$, there is an idempotent $\gamma \in S(G)$ such that $\exists \beta \gamma$ and $\alpha = \beta \gamma$. From Lemma 3.2 we know that $\gamma = \epsilon_{p_1} \cdots \epsilon_{p_k}$ on the standard form (where $p_1, \ldots, p_k \in X_{p_k}$). Then,

$$\epsilon_{r_1} \cdots \epsilon_{r_n}[s] = \alpha = \beta \gamma = \epsilon_{\ell_1} \cdots \epsilon_{\ell_m}[t] \epsilon_{p_1} \cdots \epsilon_{p_k} = \epsilon_{\ell_1} \cdots \epsilon_{\ell_m} \epsilon_{t p_1} \cdots \epsilon_{t p_k}[t].$$

The result follows from the uniqueness of decomposition on standard form.

Notice that this ordering coincides with the ordering in the Birget-Rhodes expansion $G^{BR}$ that was presented in Remark 2.12.

Lemma 4.9. Let $G$ be a groupoid. Given $r_1, \ldots, r_n, g, h \in G$, $r_i \in X_g$ for all $i = 1, \ldots, n$, $d(g) = r(h)$, we have

(i) $E_{[g][h]} = E_{[g]} \cap E_{[gh]}$

(ii) $E_{\epsilon_{r_1} \cdots \epsilon_{r_n}[g]} \subseteq E_{[g]}$

Proof. (i): $E_{[g][h]} = E_{[g][g^{-1}[g][h]]} = \beta_{[g]}(E_{[g^{-1}[g][h]]}) = \beta_{[g]} \circ \beta_{[g^{-1}]}(E_{[gh]}) = E_{[g]} \cap E_{[gh]}$.

(ii): Follows from (i).

The last lemma before the principal result of this section will give us two important relations on the crossed product.

Lemma 4.10. Let $R$ be a semiprime algebra, $G$ a groupoid and $\beta = (\{E_x\}_{x \in S(G)}, \{\beta_x\}_{x \in S(G)})$ an action of $S(G)$ on $R$. For $r_1, \ldots, r_n, g, h \in G$, such that $\exists gh$, $r(r_i) = r(g)$, for all $i = 1, \ldots, n$, the equalities below hold in $R \ltimes^\beta S(G)$:
\[ aδ\mathbb{[}gh\mathbb{]} = aδ\mathbb{[}gh\mathbb{]}, \text{ for all } a ∈ E_\mathbb{[}gh\mathbb{]} \]

(ii) \[ aδ_{ε_{r_1}...ε_{r_n}[g]} = aδ_{[g]}, \text{ for all } \]

Proof. (i): Since \( E_\mathbb{[}gh\mathbb{]} \subseteq E_\mathbb{[}gh\mathbb{]} \) from Lemma 4.9, we can write \( aδ_{gh} \). Just note that \( [g][h] = [gh][h^{-1}][h] = [gh][h^{-1}][h] = [gh]ε_{h^{-1}} \) and \( ε_{h^{-1}} \) is idempotent. Then, \( aδ_{[gh]_h} - aδ_{[gh]} \) ∈ \( N \).

(ii): Since \( E_{ε_{r_1}...ε_{r_n}[g]} \subseteq E_\mathbb{[}gh\mathbb{]} \) we can write \( aδ_{[g]} \). Now note that \( ε_{r_1}...ε_{r_n}[g] = [g]ε_{g^{-1}r_1}...ε_{g^{-1}r_n} \) and \( ε_{g^{-1}r_1}...ε_{g^{-1}r_n} ∈ E(S(G)) \), from where \( ε_{r_1}...ε_{r_n}[g] \leq [g] \). Hence \( aδ_{ε_{r_1}...ε_{r_n}[g]} - aδ_{[g]} \) ∈ \( N \). □

Theorem 4.11. Let \( G \) be a groupoid, \( R \) a semiprime algebra and \( α \) a partial action of \( G \) on \( R \). Let also \( β \) be the partial action of \( S(G) \) on \( A \) associated with \( α \) as in the Theorem 3.3. So \( R⊙p \mathcal{G} \cong R⊙p \mathcal{S}(G) \).

Proof. Define

\[ \varphi : R⊙p \mathcal{G} → R⊙p \mathcal{S}(G) \quad \text{and} \quad \psi : L → R⊙p \mathcal{G} \]

\[ aδ_γ⁻¹ → aδ_γ \quad \text{and} \quad aδ_γ → aδ_{p(γ)} \]

It is easy to see that \( \varphi \) and \( \psi \) are algebra homomorphisms and that \( N ⊆ \ker \psi \). Therefore there is a unique homomorphism \( \overline{ψ} : R⊙p \mathcal{S}(G) → R⊙p \mathcal{G} \) such that \( \overline{ψ}(aδ_γ) = aδ_{p(γ)} \). Notice that \( \varphi \) and \( \overline{ψ} \) are inverses, consequently isomorphisms. □

5 Partial Groupoid Representations and Inverse Semigroupoid Representations

In this section we define inverse semigroupoid representations on Hilbert spaces and partial groupoid representations on Hilbert spaces.

Definition 5.1. Let \( S \) be an inverse semigroupoid and \( H \) a Hilbert space. A representation of \( S \) on \( H \) is a map \( π : S → B(H) \) such that

(R1) \( \exists αβ, \text{ then } π(αβ) = π(α)π(β) \); 

(R2) \( π(α^*) = π(α)^* \); and

(R3) \( π(αα^*)π(α) = π(α) \).
**Definition 5.2.** Let $G$ be a groupoid and $H$ a Hilbert space. A partial representation of $G$ on $H$ is a map $\pi : G \to \mathcal{B}(H)$ such that

(PR1) $\pi(s)\pi(t)\pi(t^{-1}) = \pi(st)\pi(t^{-1})$, for all $(s,t) \in G^2$;

(PR2) $\pi(s^{-1}) = \pi(s)^*$; and

(PR3) $\pi(r(s))\pi(s) = \pi(s)$.

In this case, it also holds

$$\pi(s^{-1})\pi(s)\pi(t) = \pi(s^{-1})\pi(st).$$

**Proposition 5.3.** Let $G$ be an groupoid and $H$ a Hilbert space. There is a one-to-one correspondence between

(a) partial groupoid representations of $G$ on $H$; and

(b) inverse semigroupoid representations of $S(G)$ on $H$.

**Proof.** A partial groupoid representation of $G$ on $H$ holds the conditions of Proposition 2.3. Hence there exists a semigroupoid homomorphism $\pi : S(G) \to \mathcal{B}(H)$ such that $\pi([t]) = \pi(t)$ for all $t \in G$. This already gives us (R1) and (R3).

To show (R2), let $\alpha = \epsilon_{r_1}\epsilon_{r_2}\cdots\epsilon_{r_n}[s] \in S(G)$ be such that $r_1,\ldots,r_n \in X$, as in Proposition 2.7. We know that we can write

$$\alpha^* = [s^{-1}]\epsilon_{r_n}\cdots\epsilon_{r_1}.$$ 

Therefore,

$$\pi(\alpha^*) = \pi([s^{-1}]\epsilon_{r_n}\cdots\epsilon_{r_1}) = \pi([s^{-1}]\epsilon_{r_n}\cdots\epsilon_{r_1}[s^{-1}]\epsilon_{r_n}\cdots\epsilon_{r_1]) = \pi([s^{-1}]\epsilon_{r_n}\cdots\epsilon_{r_1})\pi([s^{-1}]\epsilon_{r_n}\cdots\epsilon_{r_1}) = \pi([s^{-1}]\epsilon_{r_n}\cdots\epsilon_{r_1})$$

$$= \pi(s^{-1})\pi(r_n)\pi(r_n^{-1})\cdots\pi(r_1)\pi(r_1^{-1}) = \pi(s)^*\pi(r_n)^*\pi(r_n)^*\cdots\pi(r_1)^*\pi(r_1)^*$$

$$= (\pi(r_1)^*\cdots\pi(r_1)^*)^* = (\pi(r_1)^*\cdots\pi(r_1)^*)^* = \pi([r_1]^{-1}\cdots[r_1]^{-1})^* = \pi([r_1]^{-1}\cdots[r_1]^{-1})^* = \pi(\epsilon_{r_1}\cdots\epsilon_{r_n}[s])^*$$

which is what we wanted to demonstrate.
On the other hand, given a semigroupoid representation $\rho$ of $S(G)$ on $H$, consider the map
\[
\pi : G \to B(H)
\]
\[t \mapsto \pi(t) = \rho([t]).\]

We will show that $\pi$ is a partial groupoid representation of $G$ on $H$. Take $(s, t) \in G^2$.

(PR1):
\[
\pi(s)\pi(t)\pi(t^{-1}) = \rho([s])\rho([t])\rho([t^{-1}]) = \rho([st][t^{-1}]) = \rho([st])\rho([t^{-1}]) = \pi(st)\pi(t^{-1}).
\]

(PR2):
\[
\pi(t^{-1}) = \rho([t^{-1}]) = \rho([t])^* = \pi(t)^*.
\]

(PR3):
\[
\pi(r(s))\pi(s) = \pi(ss^{-1})\pi(s) = \pi(s)\pi(s^{-1})\pi(s) = \rho([s])\rho([s^{-1}])\rho([s]) = \rho([s][s^{-1}])\rho([s]) = \rho([s]) = \pi(s).
\]

Therefore $\pi$ is a partial groupoid representation of $G$ on $H$. \(\square\)

6 Exel’s Partial Groupoid C*-Algebra

The main goal of this section is to generalize the definition of partial group C*-algebra to obtain the purely algebraic definition of partial groupoid C*-algebra.

It is proved in [15] that if the algebra $R$ on Definition 4.1 is a C*-algebra, then the algebraic crossed product $R \ltimes^\alpha G$ admits an enveloping C*-algebra with the relations
\[
(a_g \delta_g)^* = \alpha_g^{-1}(a_g^*)^\alpha \delta_g^{-1}
\]
and
\[
\left\| \sum_{g \in G} a_g \delta_g \right\| = \sum_{g \in G} \|a_g\|.
\]

This also holds on the cases of groupoids and inverse semigroupoids and can be easily proven in an analogous way.

Remark 6.1. One can show that if $R$ is a C*-algebra and $\alpha$ is a partial groupoid action of a groupoid $G$ on $R$, we have $R \ltimes^\alpha G \cong R \ltimes^\beta S(G)$, where $R \ltimes^\alpha G$ denotes the crossed product of $R$ by $G,$ that
is, the enveloping $C^*$-algebra of $R \ltimes^a G$ and $\beta$ is the inverse semigroupoid action associated to $\alpha$ as in Theorem 3.3. Similarly $R \ltimes^\beta S(G) = C_e^r(R \ltimes^\beta S(G))$.

**Definition 6.2.** Define an auxiliary $C^*$-algebra $R$ by generators and relations. The generators are the symbols $P_E$, where $E \subseteq G$ is a finite subset of the groupoid $G$. The relations are

(i) $P_E^* = P_E$; and

(ii) $P_EP_F = \begin{cases} P_{E \cup F}, & \text{if } E \cup F \subseteq X_g, \text{ for some } g \in G. \\ 0, & \text{otherwise.} \end{cases}$

**Proposition 6.3.** $R$ is an abelian $C^*$-algebra with $P_\emptyset$ as unity. Besides that, every element of $R$ is a projection.

**Proof.** It follows from the following properties of set theory: $E \cup F = F \cup E$, $E \cup \emptyset = E = \emptyset \cup E$ and $E \cup E = E$. \qed

The above proposition tells us that if $E \subseteq G$ is such that $E \not\subseteq X_g$ for all $g \in G$, then $P_E = 0$.

Given $t \in G$, consider the map $\alpha_t : R \to R$ defined by

$$\alpha_t(P_E) = \begin{cases} P_{tE}, & \text{if } \exists tx, \text{ for all } x \in E. \\ 0, & \text{otherwise,} \end{cases}$$

that is,

$$\alpha_t(P_E) = \begin{cases} P_{tE}, & \text{if } E \subseteq X_{t^{-1}}. \\ 0, & \text{otherwise,} \end{cases}$$

If we define $D_t = \text{span}\{P_E : t(r(t)) \in E \subseteq X_t\}$, we have that $D_t \rhd D_{r(t)} \lhd R$, for all $t \in G$, and the restriction of every $\alpha_t$ to $D_{t^{-1}}$ gives us a partial action of $G$ on $R$. Therefore we can define the algebraic crossed product $R \ltimes^a G$. That gives us the following definition:

**Definition 6.4.** The Exel’s partial groupoid $C^*$-algebra $C_p^*(G)$ is the enveloping $C^*$-algebra of $R \ltimes^a G$, that is, $C_p^*(G) = R \ltimes^a G$.

The next proposition follows from Proposition 4.2 and from the fact that an algebra $A$ is semiprime if, and only if, its ideals are idempotent.
Proposition 6.5. $C^*_p(G)$ is an associative $C^*$-algebra.

Definition 6.6. A $C^*$-algebra representation of a $C^*$-algebra $A$ on a Hilbert space $H$ is a $^*$-homomorphism of $C$-algebras $\phi : A \to B(H)$.

Definition 6.7. Let $G$ be a groupoid, $R$ a $C^*$-algebra and $\alpha$ a partial action of $G$ on $R$. We call the triple $(R, G, \alpha)$ a partial groupoid $C^*$-dynamic system.

A covariant representation of $(R, G, \alpha)$ is a triple $(\pi, u, H)$, where $\pi : R \to B(H)$ is a representation of $R$ on a Hilbert space $H$ and $u : G \to B(H)$ is a map given by $u(g) = u_g$, where $u_g$ is a partial isometry such that

1. $(CR1)$ $u_g \pi(x) u_{g^{-1}} = \pi(\alpha_g(x))$, for all $x \in D_{g^{-1}}$

2. $(CR2)$ $\pi(x) u_{gh} u_h = \begin{cases} \pi(x) u_{gh}, & \text{if } (g, h) \in G^2 \text{ and } x \in D_g \cap D_{gh}, \\ 0, & \text{if } \not\exists gh. \end{cases}$

3. $(CR3)$ $u_g^* = u_{g^{-1}}$.

The definition of covariant representation gives us the following relations, listed in the lemma below.

Lemma 6.8. Let $(\pi, u, H)$ be a covariant representation of $(R, G, \alpha)$. If $x \in D_g$, then:

1. $(i)$ $\pi(x) u_g u_{g^{-1}} = \pi(x)$

2. $(ii)$ $\pi(x) = u_g u_{g^{-1}} \pi(x)$

Proof. Since $D_g = D_g \cap D_{r(g)} = D_g \cap D_{g^{-1}}$, we obtain from $(CR2)$ that $\pi(x) u_g u_{g^{-1}} = \pi(x) u_{r(g)}$.

Moreover, from $(CR1)$ we have $\pi(x) = u_g u_{g^{-1}} \pi(x) u_g u_{g^{-1}} = u_g u_{g^{-1}} \pi(x) u_{r(g)}$.

Note that if $x \in D_g = D_g \cap D_g = D_g \cap D_{g^{-1}}$, then by $(CR2)$ $\pi(x) u_g u_{d(g)} = \pi(x) u_g$. From that and $(CR1)$ we get $\pi(\alpha_{g^{-1}}(x)) = u_{g^{-1}} \pi(x) u_g u_{d(g)} = u_{g^{-1}} \pi(x) u_g = \pi(\alpha_{g^{-1}}(x))$. But this is the same as saying $\pi(x) u_{d(g)} = \pi(x)$, for all $x \in D_{g^{-1}}$, since $\alpha_{g^{-1}}$ is an isomorphism. Therefore, switching $g$ for $g^{-1}$, we get from that and from the fact that $d(g^{-1}) = r(g)$, that $\pi(x) u_{r(g)} = \pi(x)$, from where follows the result.

Definition 6.9. Let $(\pi, u, H)$ be a covariant representation of $(R, G, \alpha)$. Define $\pi \times u : R \rtimes_{\alpha} G \to B(H)$ by $(\pi \times u)(a_g \delta_g) = \pi(a_g) u_g$ and linearly extended.
Lemma 6.10. $\pi \times u$ is a $\ast$-homomorphism.

Proof. Let $a_\alpha \delta_\alpha, b_\alpha \delta_\alpha \in R \ltimes_{\alpha} G$. We will show that $(\pi \times u)((a_\alpha \delta_\alpha)(b_\alpha \delta_\alpha)) = (\pi \times u)(a_\alpha \delta_\alpha)(\pi \times u)(b_\alpha \delta_\alpha)$ and that $(\pi \times u)((a_\alpha \delta_\alpha)^\ast) = (\pi \times u)(a_\alpha \delta_\alpha)^\ast$. That will be enough, because it will only take us to extend the results linearly to obtain the lemma.

First note that $(\pi \times u)((a_\alpha \delta_\alpha)(b_\alpha \delta_\alpha)) = \pi(a_\alpha)u_\alpha \pi(b_\alpha)u_\beta$. But since $a_\alpha \in D_\alpha$, we can use Lemma 6.8(ii) to guarantee that $\pi(a_\alpha) = u_\alpha u^{-1}_\alpha \pi(a_\alpha)$. Therefore,

$$(\pi \times u)((a_\alpha \delta_\alpha)(b_\alpha \delta_\alpha)) = u_\alpha u^{-1}_\alpha \pi(a_\alpha)u_\beta \pi(b_\alpha)u_\alpha.$$

Note now that from (CR1)

$$(\pi \times u)((a_\alpha \delta_\alpha)(b_\alpha \delta_\alpha)) = u_\alpha \pi(a_{\alpha^{-1}}(a_\alpha))\pi(b_\alpha)u_\alpha = u_\alpha \pi(a_{\alpha^{-1}}(a_\alpha)b_\alpha)u_\alpha.$$

Since $b_\alpha \in D_\alpha$, then $a_{\alpha^{-1}}(a_\alpha) \in D_{\alpha^{-1}}$. Since $D_\alpha$ and $D_{\alpha^{-1}}$ are ideals, we have that $a_{\alpha^{-1}}(a_\alpha)b_\alpha \in D_{\alpha^{-1}} \cap D_\alpha$. Thus

$$(\pi \times u)((a_\alpha \delta_\alpha)(b_\alpha \delta_\alpha)) = u_\alpha \pi(a_{\alpha^{-1}}(a_\alpha)b_\alpha)u_{\alpha^{-1}}u_\alpha u_\alpha = \pi(a_{\alpha^{-1}}(a_\alpha)b_\alpha)u_\alpha u_\alpha.$$

On the other hand,

$$\pi(a_{\alpha^{-1}}(a_\alpha)b_\alpha)u_\alpha u_\alpha = \begin{cases} \pi(a_{\alpha^{-1}}(a_\alpha)b_\alpha)u_\alpha, & \text{if } (g, h) \in G^2, \\ 0, & \text{otherwise.} \end{cases}$$

The equality above holds because since $a_{\alpha^{-1}}(a_\alpha)b_\alpha \in D_{\alpha^{-1}} \cap D_\alpha$, we have that if $\exists gh$, then $a_{\alpha^{-1}}(a_\alpha)b_\alpha \in a_\alpha(D_{\alpha^{-1}} \cap D_\alpha) = D_\alpha \cap D_{gh}$. So we can apply (CR2).

Now note that if $\not\exists gh$, then $(a_\alpha \delta_\alpha)(b_\alpha \delta_\alpha) = 0$, from where

$$(\pi \times u)((a_\alpha \delta_\alpha)(b_\alpha \delta_\alpha)) = (\pi \times u)(0) = (\pi \times u)(0\delta_\alpha) = \pi(0)u_\alpha = 0.$$

That is, if $\not\exists gh$, then $\pi \times u$ is multiplicative. In addition, if $\exists gh$, then

$$(\pi \times u)((a_\alpha \delta_\alpha)(b_\alpha \delta_\alpha)) = \pi(a_{\alpha^{-1}}(a_\alpha)b_\alpha)u_\alpha u_\alpha.$$
Hence, $\pi \times u$ is also multiplicative when $\exists gh$, from where we can conclude that $\pi$ is a homomorphism since it is linear by definition. Moreover,

$$(\pi \times u)(a_g \delta_g) = (\pi(a_g)u_g)^* = (u_g)^*\pi(a_g) = u_g^{-1}\pi(a_g^*)u_gu_g^{-1} = \pi(\alpha_g^{-1}(a_g^*))u_g^{-1} = (\pi \times u)((a_g\delta_g)^*)$$

that is, $\pi \times u$ is a $^*$-homomorphism. \qed

We can now state the main result of this work.

**Theorem 6.11.** Let $G$ be a groupoid and $H$ a Hilbert space. There is a one-to-one correspondence between

(a) partial groupoid representations of $G$ on $H$;

(b) inverse semigroupoid representations of $S(G)$ on $H$;

(c) $C^*$-algebra representations of $C^*_p(G)$ on $H$.

**Proof.** We already know from Proposition 5.3 that (a) $\Leftrightarrow$ (b). We will prove (b) $\Rightarrow$ (c) $\Rightarrow$ (a).

(b) $\Rightarrow$ (c): Let $E = \{r_1, \ldots, r_n\} \subseteq G$ be a finite subset of $G$ and $\pi : S(G) \to B(H)$ be a representation of $S(G)$ on $H$. Define

$$Q_E = \begin{cases} 
\pi(\epsilon_{r_1} \cdots \epsilon_{r_n}), & \text{if } E \subseteq X_g, \text{ for some } g \in G, \\
0, & \text{otherwise.}
\end{cases}$$

Note that $Q_E$ is well defined, because if $E \subseteq X_g$ we have that $r(r_i) = r(g)$, for all $i = 1, \ldots, n$. Therefore $d(r_i^{\vphantom{-1}}) = r(r_i) = r(r_{i+1})$, so $\exists r_i^{-1}r_{i+1}$, for all $i = 1, \ldots, n - 1$, from where $\exists \epsilon_{r_i}\epsilon_{r_{i+1}}$, for all $i = 1, \ldots, n - 1$.

It is obvious that $Q_E^2 = Q_E = Q^*_E$. In addition,

$$Q_EQF = \begin{cases} 
Q_{E \cup F}, & \text{if } E \cup F \subseteq X_g, \text{ for some } g \in G, \\
0, & \text{otherwise.}
\end{cases}$$

Defining $\rho : R \to B(H)$ by $\rho(P_E) = Q_E$, we get a $C^*$-algebra representation of $R$ on $H$. Define also $u : G \to B(H)$ by $u(g) = u_g = \pi([g])$. It is obvious that $(\rho, u, H)$ is a covariant representation of
(R, G, α). Hence we can consider the *-homomorphism ρ × u, that is a C*-algebra representation of C_p(G) on H.

(c) ⇒ (a): Let ϕ : C_p(G) → B(H) be a C*-algebra representation. Consider the elements of the form a_t = P_{tr(t),t} δ_t ∈ C_p(G). It is easy to see that if (s, t) ∈ G^2, then a_s a_t a_{t^{-1}} = a_s a_{t^{-1}}. It is also clear that a_t^* = a_{t^{-1}}. Moreover, a_e = 1_D e, for all e ∈ G_0. So if we define π : G → B(H) by π(t) = ϕ(a_t) we get a partial groupoid representation of G on H.
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